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Abstract

We estimate various structural vector autoregression models for the US in order to assess the
importance of fundamental shocks in explaining stock price movements. The results show that
models using real activity variables place more weight on fundamental shocks than models using
dividends or earnings. However, according to all models fundamental shocks became substantially
less important during the period 1982-2002 if compared to 1953-1982.
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1. Introduction

Structural vector autoregressions (the SVAR approach) have become a popular tool
in empirical investigations of stock prices as it allows analysis of the movements of
stock prices in relation to fundamentaldanonfundamental shocks. These shocks can
be identified by imposing specific restrictions on an estimated VAR that includes stock
prices and other variables that are supposed to indicate the change in market fundamentals
(dividends, earnings, measures of real attivinterest rates, risk premium). Recent
contributions in this field are Lee (1995a), Groenewold (2000), Rapach (2001), and
Binswanger (2004a), who estimate SVAR models including stock prices and measures
of real activity, and Lee (1995a, 1995b, 1998), Chung and Lee (1998), and Allen and Yang
(2004), who estimate SVAR models including stock prices and dividends and/or earnings.
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So far the results reported in the existing literature are difficult to compare, as the SVAR
models differ in the variables included in the model, in the restrictions imposed on the VAR,
and in the frequency of the data and time periods. In this paper we set out to compare the
results of various SVAR models for the US by investigating quarterly data over the post
World War Il period from 1953 to 2002 Making such a comparison allows for checking
the robustness of the assumptions made in SVAR models that are employed in the existing
literature. Our comparison is based on forecast error variance decompositions over the full
sample and two sub-samples that last from 1953 to 1982 and 1983 to 2002. The latter
period largely covers the second stock market boom after World War Il that lasted from
1982 till 2000, when the US saw an unprecedented rise in stock prices.

The analysis of the sub-samples is motivated by the results presented in Binswanger
(2004a), who reports substantial differences for these periods. While real activity shocks
explain a large proportion of the variabilitf real stock prices during the period 1960—
1982, this proportion is very small in the SVAR model estimated for the period 1982—
19992 These results support the hypothesis that stock prices over the 1980s and 1990s
have been governed by nonfundamental factors such as speculative bubbles or irrational
exuberance (Binswanger, 1999; Shiller, 2000) and in this paper we will also investigate
whether this finding is robust with respect to different specifications of SVAR models.

The paper is organized as follows. Section 2 describes the SVAR methodology that is
used to identify fundamental and nonfundamental shocks. Section 3 presents the results of
cointegration tests and forecast error variance decompositions. Section 4 concludes.

2. The SVAR methodology

In this paper we consider bivariate and trivariate VAR models that consist of the first
differenced log of real stock priceg, and the first differenced log of other fundamental
variables, which are denotadandy, respectively. All variables are considered tollié)
and we suppose that there is no cointegrating relationship between the variables included in
the VAR, as otherwise a VAR in first differees would be misspecified. These assumptions
are supported by unit root and cointegration test results presented in Section 3.

Let Z, be a bivariate or trivariate vector consistingst, and Ap;, or Ax;, Ay;, and
Ap;, respectively. We can write

Z;=AL)Z; 1+ e, 1)

whereA(L) = [A;;(L)] are polynomials in the lag operatér i.e., Lix; = x;_;), ande;
is a vector of the observed error terms of the reduced-form VAR model, which usually

1 starting in 1953 avoids the weak correlation in the early 1950s due to the Korean war (Fama, 1990).

2 The data on guarterly real stock prices suggestsahgh quarter of 1982 as the starting date of the stock
market boom over the 1980s and 1990s (see, e.g., IbbotebSiaquefield, 1994, p. 14), when real stock prices
started to rise again after having decreased for several years.

3 Results from various tests presented in Binswar{d899, 2004b) also indicate a structural break in the
early 1980s in the relationship between stock prices@D& and between stock prices and industrial production.
However, there is no clear evidence for a structural break in the relationship between stock prices and dividends
or earnings.
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will be contemporaneously correlated (non-orthonormalized innovations given their non-
structural nature).

Provided the fact that the time series under consideration are covariance-stationary and
assuming tha# (L) is invertible, we can write

Z=[1-—AWL)L] e, 2

which is the infinite order moving average representation (MAR) of (1).

Estimating (1) and inverting it, allows to identify structural innovations or shocks,
ui;, by imposing restrictions. As the structural shocks are supposed to be uncorrelated,
the variance—covariance matrix of the structural shocks must be diagonal. Furthermore,
without loss of generality, the standard deidas of the structural shocks are normalized
to 1 leading to an orthonormalized MAR. Generally, making these assumptions yields
n(n + 1)/2 restrictions. However, at least independent restriions on parameters of
the structural form are needed to exactly identify the system. Therefore, in the case of a
bivariate VAR, we need one additional restriction, while in the case of a trivariate VAR
three additional restrictions are necessary. These restrictions are long-run restrictions as
originally proposed by Blanchard and Quah (1989).

The moving average representation of the bivariate SVAR model can be written as

Axp | _ | Cu(L)  Cra(L) || uxn 3)
Apy Co1(L) CooL) || u2 |’
where C;; (L) = Z,fiocij(k)Lk for i, j = 1,2, are the infinite polynomials in the lag

operatorL. The long-run cumulative effect of the structural shocks is captured by the
long-run impact matrix

[Cn(l) C12(1)}
Ca1(1) C22(1) |’

whereCi; (1) = Y 22 gcij(k) for i, j = 1, 2, represent the cumulated effects of the shocks
Ui, u2; ON Ax; andAp,
Imposing the long-run restriction

C12(1)=0 (4)

allows us to identify the shockai,, u2, which we will label fundamental and
nonfundamental shocks, respectivélyhe restriction implies that the cumulative effect
of up, on Ax, is zero. In other worday, may have a temporary effect an but it does
not have a permanent effect ap In the long run, the development of the fundamental
variablex; is solely determined by fundamental shocks.

4 Suppose that the first differenced fundamental varigbie has a univariate moving average representation
with the fundamental innovatiom1, and that the fundamental componasitstock prices is related to the
fundamental variable by a present value relationshig., (dividend discount model). In this case imposing
the restrictionC»1(L) = 0 allows us to identifyuq,, up, as fundamental shocks and nonfundamental shocks,
respectively (see Lee, 1995a, 1995b forails}. Imposing the restrictiorC21(1) = O allows for a similar
interpretation in terms of the cumulative effects of the shocks.
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The trivariate SVAR model is written as

Ax; Ci11(L) C12(L) C13(L) U
Ay | =| Ca1(L) Coo(L) C23(L) u | . 5)
Ap; C31(L) Cz2(L) Cz3(L) Uz

Analogously to the bivariate SVAR model, we impose the restrictions

C12(1) = C13(1) = C23(1) =0, (6)

which allow to identifyu1, anduy; as fundamental shocks while, is a nonfundamental
shock that does not permanently affecandy, (Lee, 1995a). Additionally, the restriction
C12(1) = 0 requiresuy; to have a zero cumulative effect ap An innovation iny, does
not affectx; permanently (see Lee, 1998; Chung and Lee, 1998).

Since the structural shocks in the SVAR models are orthonormalized with, var I,
we can allocate the variance of each variahle, Ay,, and Ap; to the shocks:;;. The
percentage of the-step ahead forecast error varianceZpf which is accounted for by
shocksu;;, is given by

i—ocij ()
Yo iy cij (k)2
wherem = 2 in the bivariate models, and = 3 in the trivariate models.

Referring to (3) and (5), we will estimate the following bivariate and trivariate VAR
models:

100,

Bivariate VAR models Trivariate VAR models

Model |: x = real GDP Model Vx = real GDP,y = real interest rate
Model II: x = industrial production ~ Model Vix = real earningsy = real interest rate
Model lll: x =real dividends Model Vllx = real earningsy = real dividends

Model IV: x = real earnings

Models | to IV are bivariate models that include real stock prices and one fundamental
variable that is either an indicator of real activity (GDP or industrial production) or a
cash flow variable (real dividends or earnings). The trivariate models V and VI include
real interest rates as a further fundanaénariable additional to GDP (model V) and
earnings (model VI}.Model VIl is similar to the model used by Chung and Lee (1998)
and includes earnings and dividends as fundamental variables. The trivariate models allow
for decomposition of shocks to real stock prices into two categories of fundamental shocks,
which are termed fundamental shocks | and Il, and nonfundamental shocks.

5 In order to save space, we only present the results for models including real GDP or real earnings as the first
fundamental variable but the results are very similar if we tiivariate models including industrial production or
real dividends.
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3. Empirical results

The quarterly data for this study sp&@53 January—2002 December. We will concen-
trate on tests using quarterly observatiortheathan monthly observations because results
in Fama (1990) as well as in Binswanger (1999) suggest that monthly stock returns possess
only little explanatory power for growth rates in real activity. Stock prices (S&P composite
index), dividends, and earnings are from Robert Shiller's webpage. The other data are from
the Federal Reserve Board. The GDP and industrial production series are seasonally ad-
justed. Nominal stock prices, GDP, dividendarnings are deflated by the consumer price
index in order to obtain real data. The nominal interest rate is the 3-month Treasury bill
rate and the real interest rate is the 3-months Treasury bill rate minus the consumer price
index growth rate. All growthates (or returns) are calculated as changes in real log levels
of the variables.

According to unit root tests (augmented Dickey—Fuller test and Phillips—Perron test) all
variables (including the interest rates) dr@) and, therefore, non-stationary in levels but
stationary in first differences. Table 1 shows ttesult of the Johansen cointegration test
for all 7 models.

Based on the results of the Johansen cointegration test the null hypothesis of no
cointegration cannot be rejected at the 5 percent level in any model. Therefore, we are able
to estimate SVAR models in fist differences as indicated in Section 2. In order to make the
results comparable, we chose the same number of lags in all VAR models. Based on the
results of the Akaike information criterion and the Schwarz criterion, we use 4 lags for all
estimates, which is sufficient to avoid residual autocorrelation. The result of the stock price
forecast error variance decompositions are presented in Table 2.

Table 1

Johansen cointegration tests

Bivariate models

Hyp Model | Model Il Model 111 Model IV Critical values (95%)
Trace  Amax Trace  Amax Trace  Amax Trace  Amax Trace Amax
statistic statistic statistic statistic statistic statistic statistic statistic statistic  statistic

r=0 852 835 489 337 1035 7.88 1054 8.62 1441 1407
r<l 069 069 Q040 040 196 1.96 192 1.92 376 376

Trivariate models

Hyp Model V Model VI Model IV Critical values (95%)
Trace Amax Trace Amax Trace Amax Trace Amax
statistic statistic statistic statistic statistic statistic statistic statistic

r=0 1872 1473 2616 1438 1320 8.58 29%8 2097

r<l 399 393 1178 1036 1027 7.54 11 1407

r<2 0.61 061 142 142 273 2.73 376 376

Notes. The test uses log levels of all variables except for the interest rates. The Johansen test assumes a linear
deterministic trend in the data. The test statistics shown in the table are the trace statistic and the maximum
eigenvalue statistic. The optimal lag length has been determined according to the Akaike information criterion
from an unrestricted VAR, which includes tkariables of the model expressed in levels.



M. Binswanger / Finance Research Letters 1 (2004) 90-99 95

Table 2
Stock price forecast error variance decompositions
Model |
Quarters-ahead 1953-2002 1953-1982 1982-2002
Percent of variance Percent of variance Percent of variance
attributable to attributable to attributable to
Funda- Nonfunda- Funda- Nonfunda- Funda- Nonfunda-
mental mental mental mental mental mental
shocks shocks shocks shocks shocks shocks
1 54.86 4514 7355 2645 2201 7799
(1.9 (1.8 (3.5 3.3 2.3 (2.4
2 5514 4486 7190 2810 2492 7508
(1.9 (1.8 3.2 3.2 3.5 (3.4
3 54.46 4554 7127 2873 2456 7544
2.2 2.1 (3.5 3.9 (4.5) 4.9
4 54.33 4567 7105 2895 2499 7501
3.1 2.9 4.7) 4.7 (5.0 (5.4)
5 5364 4636 6989 3011 2500 7500
3.5 3.3 (5.6) (5.7) (5.1 (5.5
10 5364 4636 6972 3028 2500 7500
3.9 3.7 (6.1) (6.2 (5.5) (6.1)
Model Il
Quarters-ahead 1953-2002 1953-1982 1982-2002
Percent of variance Percent of variance Percent of variance
attributable to attributable to attributable to
Funda- Nonfunda- Funda- Nonfunda- Funda- Nonfunda-
mental mental mental mental mental mental
shocks shocks shocks shocks shocks shocks
1 6112 3888 7092 2908 5083 4917
(0.9 (0.8 1.7 7 3.0 (1.4)
2 56.62 4338 6434 3566 4967 5033
(1.6) 4.2 (2.6) (2.5 3.9 (1.8
3 56.02 4398 6367 3633 4968 5032
2.2 (5.7) (3.5 (3.6) (4.6) 2.7
4 55.88 4412 6346 3654 4995 5005
(2.9 (6.5 4.9 (4.6) (5.0 3.3
5 5454 4546 6116 3884 5033 4967
3.5 (6.7) (5.9 (5.5 (5.2 (3.5
10 5440 4560 6059 3941 5064 4936
(3.8 (6.7) (6.4) (6.0) (5.9 (3.8

Generally, the results show that the relation between stock prices and real activity
variables is considerably stronger than the relation between stock prices and dividends
or earnings no matter whether bivariate or trivariate models are estimated. In the models
using GDP or industrial production as fundamental variables (models |, II, V) fundamental
shocks explain more than 50 percent of the forecast error variance over the full sample
and more than 60 percent of the forecast error variance over the period 1953-1982. This
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Quarters-ahead

1953-2002

1953-1982

1982-2002

Percent of variance
attributable to

Percent of variance
attributable to

Percent of variance
attributable to

Funda- Nonfunda- Funda- Nonfunda- Funda- Nonfunda-
mental mental mental mental mental mental
shocks shocks shocks shocks shocks shocks
1 2158 7842 4406 5594 070 9930
(1.8 0.7 (3.4 3.2 (2.0 (2.2
2 2197 7803 4270 5730 074 9926
2.1 0.7) 3.3 3.2 (2.9 (2.0
3 2173 7827 4202 5798 0.89 9911
2.3 (15 3.7 3.7 3.5 2.7
4 2187 7813 4203 5797 379 9621
2.3 1.7 3.9 (4.0 (5.1 (4.8
5 2264 7736 4227 5773 7.48 9252
(2.8 (2.3) 4.1 4.2 (5.9 (5.5
10 2344 7636 4246 5754 1159 8941
3.7 3.3 4.7 (4.8 (8.9 (8.8
Model IV
Quarters-ahead 1953-2002 1953-1982 1982-2002

Percent of variance
attributable to

Percent of variance
attributable to

Percent of variance
attributable to

Funda- Nonfunda- Funda- Nonfunda- Funda- Nonfunda-
mental mental mental mental mental mental
shocks shocks shocks shocks shocks shocks

1 2827 7173 6540 3460 1738 8262
(1.6) .7 (2.0 21 (3.5 (3.9

2 2411 7589 6149 3851 1635 8365
(1.8 1.9 2.1 1.9 4.9 4.9

3 24.04 7596 6119 3881 1632 8368
2.0 2.1 2.9 3.0 (5.0 (5.0

4 2414 7586 6114 3886 1633 8367
2.2 2.9 (3.9 4.0 (5.2 (5.3

5 24.19 7588 6053 3947 1716 8284
2.3) (2.5 4.7 4.8 (5.6) (5.3

10 2653 7347 6024 3976 2399 7601

(3.6) (3.6) (5.3 (5.9 8.1 (7.8

percentage is considerably lower in the models using dividends or earnings as fundamental
variables where fundameitshocks only account for about a quarter of the forecast
error variance over the full sample. Thenefpusing earnings and/or dividends potentially
underestimates the influence of fundamenaicks on stock prices as part of changes in
fundamentals seems to be captured only by real activity variables. Furthermore, model VI
shows that if earnings and dividends are included in a trivariate SVAR model, shocks to
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Table 2 Continued)

Model V
Quarters-  1953-2002 1953-1982 1982-2002
ahead
Percent of variance Percent of variance Percent of variance
attributable to attributable to attributable to
Funda- Funda- Non- Funda- Funda- Non- Funda- Funda- Non-
mental mental funda- mental mental funda- mental mental funda-
shocks shocks mental shocks shocks mental shocks shocks mental
| 1] shocks | 1] shocks | 1l shocks
1 4811 7.64 4425 6371 1122 2507 1760 097 8143
2.1 0.7) 2.7 (3.8 2.2 4.3 (2.9) 4.9 (5.7
2 4847 681 4472 6259 902 2839 2016 101 7883
(2.0 2.3 (3.0 3.3 (5.6) (6.2 (3.9 (5.4 (6.3
3 4750 714 4536 6160 936 2904 1969 197 7834
2.3 2.9 (3.6) 3.7 (6.6) (7.0 (4.9) (6.2 (7.5
4 46.95 7.66 4539 5988 1114 2898 2013 217 7770
3.1 2.8 4.1 (5.1 (6.3 (7.3 (5.8) (7.1 (8.9
5 4631 757 4612 5868 1125 3007 2011 237 7752
3.5 2.8 4.4 (5.6) (6.0 (7.3 (5.7) (7.4 (8.9
10 4636 754 4610 5857 1110 3033 2013 242 7745
(3.8 3.0 4.7 (5.9 (6.3 (7.6) (6.2) (8.3 (9.6)
Model VI
Quarters-  1953-2002 1953-1982 1982-2002
ahead
Percent of variance Percent of variance Percent of variance
attributable to attributable to attributable to
Funda- Funda- Non- Funda- Funda- Non- Funda- Funda- Non-
mental mental funda- mental mental funda- mental mental funda-
shocks shocks mental shocks shocks mental shocks shocks mental
| 1] shocks | 1] shocks | Il shocks
1 2380 185 7435 5697 910 3393 1097 Q035 8868
(1.8 0.7 1.9 (15 2.1 (2.6) (3.8) 2.1 4.3
2 2016 156 7828 5426 717 3858 1122 Q035 8843
(1.8 2.1 2.7 (2.6) (5.6) (5.9 (4.6) (2.8 (5.2
3 2009 173 7818 5374 7.38 3888 1124 041 8835
(2.0 2.9 (3.5 (3.9 (6.6) (7.0 4.7 3.2 (5.5
4 2010 198 7792 5234 929 3838 1126 Q050 8824
2.0 2.9 (3.6) 4.3 (6.5 (7.3 4.7 4.3 (6.1
5 2009 203 7788 5172 957 3871 1211 Q050 8739
2.2 3.0 (3.6) (5.0 (6.3 (7.5 (5.0 (4.5 (6.9
10 2258 198 7544 5143 952 3905 1888 109 8003

34 31 (4.2) (5.5 (7.0) (8.0 82 (6.1) (9.8

dividends only capture a very small fractiohforecast error variance, which is similar to
the results of Chung and Lee (1998) for Japan and Korea.

The results also indicate that it does not make a big difference whether bivariate or
trivariate SVAR models are estimated. Adding real interest rates as a further fundamental
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Table 2 Continued)

Model VII

Quarters-  1953-2002 1953-1982 1982-2002

ahead
Percent of variance Percent of variance Percent of variance
attributable to attributable to attributable to
Funda- Funda- Non- Funda- Funda- Non- Funda- Funda- Non-

mental mental funda- mental mental funda- mental mental funda-
shocks shocks mental shocks shocks mental shocks shocks mental

| 1l shocks | 1l shocks | 1l shocks
1 2916 372 6712 6899 170 2931 1143 411 8446
(1.6) (1.5) 2.2 (1.9 4.2 (4.6) 3.5 (1.9 3.9
2 2542 619 6839 6448 303 3249 1206 483 8311
(1.9 1.9 (2.6) 2.3 (5.1 (5.5 (5.7) (2.5 (6.1)
3 2514 6.37 6849 6401 304 3295 1203 497 8300
(1.9 2.1 (2.8 3.2 (5.2 (5.9 (5.9 3.0 (6.2
4 2508 6.58 6834 6375 351 3273 1210 677 8113
(2.0 2.2 3.3 (4.0 (5.1 (6.2 (5.5 4.9 (6.7)
5 24.82 752 6766 6242 519 3239 1193 893 7914
(2.2 (2.6) 3.3 4.7 (5.3 (6.7) 5.9 (5.0 (6.8
10 2553 7.87 6661 6166 593 3241 1328 1217 7455

2.8 33 (4.2 (5.6) (5.6) (7.7 (5.9 (1.3 8.7
Note. Numbers in parentheseresstandard errors computed by 1000 simulations.

variable (models V and VI) does not sifjoantly increase the fraction of forecast
error variance in stock prices explained by fundamentals, which confirms the results of
Lee (1995b, 1998). And using a model that includes earnings as well as dividends as
fundamental variables (mol¥Il) only slightly increases th proportion of the forecast
error variance due to fundamental shocks if compared to a bivariate model that only
includes earnings (model V).

Finally, the results presented in Table 2 show that there are large differences between
the results for the 1953—-1982 period and the 1982—-2002 period. With the exception of
model Ill, fundamental shocks explain more than 60 percent of stock price movements over
the period 1953-1982, but this proportion drops significantly over the period 1982—2002 no
matter how the model is specified. This finding is robust with respect to the fundamental
variables included in the SVAR model andnfirms the finding reported in Binswanger
(20044a).

4, Conclusion

The results presented in this paper show that it matters which fundamental variables are
included in bivariate or trivariate SVAR models. In the models using GDP or industrial
production as fundamental variables (real dttivariables) the percentage of the forecast
error variance due to fundamental shocks is considerably larger than in the models using
dividends or earnings. However, estimating trivariate models instead of bivariate models
that include interest rate variables, or earnings as well as dividends, only marginally



M. Binswanger / Finance Research Letters 1 (2004) 90-99 99

increases the fraction of the forecast erroiaace that is explaireeby fundamentals when
compared to bivariate models.

All models confirm the result of Binswsger (2004a) that fundamental shocks became
substantially less important during the period 1982—2002 if compared to the period 1953—
1982. The existence of speculative bubbles over the 1980s and 1990s is a possible
explanation of this finding.
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